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Abstract

Polish bank law defines credit ability as the ability to repay a credit and interest according to terms that have been set in the credit agreement. Credit scoring is a crucial element for any bank with a fundamental impact on its future financial condition. Credit scoring can be calculated with the application of statistical methods. The main aim of this paper is to present the possibility of an ensemble of symbolic decision stumps in credit scoring where two real data sets are used. Results show that symbolic decision stumps can be applied in individual credit scoring.
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1 Introduction

In banking law, creditworthiness is understood as the likelihood that a borrower will repay the loan on time, with interest and according to the payment dates set out in a credit agreement. Additionally, Polish banking law states that a borrower should provide the bank with all the information that is necessary for assessing this likelihood (Article 70 of the Banking Act of 29 August 1997, Journal of Laws, No. 140, item 939, as amended).

A credit assessment is not a one-off procedure; rather, it should take place continually to verify that the borrower can keep repaying a loan with interest and on time. This assessment and the period in which the principal or the interest is paid is related to the classification of credit exposure and, in turn, to the related level of reserve funds (Journal of Laws 2008, No. 235, item 1589, as amended).

According to reports by the Polish Financial Supervision Authority (KNF), at the end of 2017 the banks in Poland had 21.8 million consumption loans, with a total value of 155.6 billion zloty and an average value of 7,200 zloty (see Kotowicz 2018a, p. 21). On the other hand, the share of non-performing loans in various areas of consumer consumption lending was as high, on average, as 9.68% of the total credit extended (see Kotowicz 2018a, p. 23). At the same time, in spite of the heightened pace of growth in lending activity, the quality of the consumer credit portfolio generally remained stable (see Kotowicz 2018b, pp. 7–9).

From a bank’s point of view, then, a key issue is the analysis and assessment of creditworthiness of an agreement with a customer at each stage of its life. The most common approaches in assessment methods involve quality or credit scoring analyses.

Quality analysis is carried out on the basis of the borrower’s individual characteristics. Key issues here include the borrower’s age, marital status, number of years of employment and residential status, as well as the number of persons in the borrower’s household. Credit scoring, on the other hand, involves assigning a given number of points to specific variants of measurable and non-measurable characteristics. For example, a score of “10” may be assigned to a borrower who provides three potential sources of collateral; “5” if two sources are presented; “2” for one source; “0” for none.

In banking practice, behavioural and utility-based scoring are used. Behavioural scoring assesses the bank’s long-term customers. Here, the assessment is not based on a credit application, but on the customer’s history of dealing with the bank. This allows the bank to propose new products to the customer, or to change the existing ones. Utility-based scoring, which applies to new customers, involves the assessment of a submitted credit application.

Reviews of quantitative methods (in the broader sense of the term) of credit scoring, including those involving machine learning, have been presented by authors such as Wójciak (2007), Kuryłek (2000), Feruś (2006), Witkowska, Chrzanowska (2006), Migut (2003), Pisula (2013), Hoffmann (2009), Munkhdalai et al. (2019), Leo, Sharma, Maddulety (2019), Louzada, Ara, Fernandes (2016), and Lessmann et al. (2015). Generally speaking, various methods and approaches are used in assessing creditworthiness.

Among those that are most commonly used and presented, the following stand out: logistic regression, support vector machines, MARS-type regression, decision trees, random forests, artificial networks (including multilayer perceptrons and GNG-type networks), the k-nearest neighbour method, multi-model approaches, hybrid approaches, the fuzzy logic approach, linear discriminant analysis...
The results of comparative studies on the application and usefulness of different methods and approaches to credit scoring – reported in the works of, among others, Munkhdalai et al. (2019), Leo, Sharma, Maddulety (2019), and Lessmann et al. (2015) – warrant the view that, generally, methods related to neuron networks, logistic regression, support vector machines and fuzzy logic provide somewhat better results (in the sense of such measures as relevance and sensitivity) than other proposed solutions; cf. Munkhdalai et al. (2019, pp. 15–16), Lessman et al. (2015, p. 32), and Louzada, Ara, Fernandes (2016, pp. 19, 25).

Common multi-model messages, such as boosting and XGBoosting, also lead to good results; see, for example, Munkhdalai et al. (2019, pp. 17–18), Lessmann et al. (2015, pp. 36–38).

On the other hand, when symbolic data is involved in the assessment of creditworthiness, special problems arise that only the works of Dudek (2013) and Pelka (2018) have addressed. Both use kernel discriminant symbolic data analysis, symbolic decision trees, the k-nearest neighbour method and the multi-model approach. In both articles, the error of the model is used to assess the model. The lowest error value was obtained for random forests, and then for a decision tree. In these papers, the least suitable method turned out to be the k-nearest-neighbour method for symbolic data.

In analyzing the possible benefits arising from the application of symbolic data to the assessment of creditworthiness, it is certainly worth noting the possibility of a full description of items with the use of symbolic data of a different type. It is possible, for example, to apply a number interval (symbolic interval-valued variable) to the period of the loan, or the value of the loan itself, or to apply multivariate variables to proposed types of insurance. This allows a bank representative to assess the creditworthiness not only for a single loan amount or period, but also for a number of variants. The use of this method is also advantageous in that a variety of methods are available that may serve to assess creditworthiness. On the other hand, taking into account possible problems, it is worth noting that in the case of symbolic data we have only a set of symbolic data that describes a thousand borrowers from German banks. Thus, we do not have very many possibilities to compare different methods for various data sets, a procedure reported in the works of Munkhdalai et al. (2019), Leo, Sharma, Maddulety (2019), Louzada, Ara, Fernandes (2016), and Lessman et al. (2015). Another problem may be the need to prepare data properly for symbolic data analysis in the form of specially prepared files. For this type of data, such preparation requires special knowledge and skills. A final problem may be the need to use the R program for calculations, which may in turn require certain knowledge and experience.

Decision trees for classic data are a useful tool for assessing creditworthiness (see, for example, Wójciak 2007; Witkowska, Chrzanowska 2006; Kurylek 2006; Migut 2003; Pisula 2013; Xia et al. 2017; Zekic-Susac, Sarlija, Bensic 2004; Zhang et al. 2010; Hand, Henley 1997; Yobas, Crook, Ross 2000; Munkhdalai et al. 2019; Leo, Sharma, Maddulety 2019; Louzada, Ara, Fernandes 2016; Lessman et al. 2015).

Regardless of whether we are discussing classical or symbolic data, this work will focus mainly on typical decision trees, decision stumps for classic data (cf., for example, Ben-David, Frank 2009; Paleologo, Elisseeff, Antonini 2010) and the multi-model approach using such trees. On the other hand, there is a gap in the subject literature in the area of the use of symbolic data in the presentation and use of single-level decision trees (decision stumps).
The main purpose of this article is to present the use of a multi-model approach to the analysis of symbolic data using single-level decision trees in assessing the creditworthiness of physical persons. The work has adopted the hypothesis that decision stumps of symbolic data may be a useful tool for assessing creditworthiness.

The results obtained in the empirical part will be compared to those obtained with the help of kernel discriminant analysis\(^1\) of symbolic data and classic trees for symbolic data, based on optimal intervals. The \texttt{symbolicDA} package for R software \cite{Dudek2018} as well as the author’s script in the R program have been used for calculations.

2 The multi-model approach to the analysis of symbolic data and one-level decision trees for symbolic data\(^2\)

In the analysis of symbolic data, objects may be described with the help of the following variables \cite{Bock2000, Billard2006, Diday2008, Dudek2013}:

- nominal,
- ordinal,
- interval,
- ratio,
- symbolic interval,
- symbolic multivariate (or lists of categories) – also known as symbolic multinominal,
- symbolic multivariate with weights (or lists of categories with weights) – also known as symbolic multinominal with weights,
- symbolic histogram (or number intervals with weights).

A broader description of symbolic items, and the similarities and differences of this type of data in comparison with classical data has been provided by, among others, Bock, Diday \cite{Bock2000, Billard2006, Diday2008}, Dudek \cite{Dudek2013}.

For every researcher, the proper choice of tools for solving a problem constitutes an essential question. For example, in the case of assessing creditworthiness many different models may be used, such as decision trees, neuron networks, logistic regression and discriminant analysis. The choice of a single suitable tool (a model) is not always obvious and simple. This is why instead of applying one model it is better to use several diverse models and combine their results into one. This practice is called “ensemble approach”.

The ensemble approach is nothing more than a combination or aggregation of results obtained from many \((M)\) base models into one aggregated model (see Figure 1). The purpose of combining models is to improve model prediction, because the aggregate number is more accurate (it has fewer errors) than any one of the constituting models \cite{Gatnar2008}.

\* Kernel discriminant analysis for symbolic data has been more widely described by, among others, Dudek \cite{Dudek2013}, and in Gatnar i Walesiak \cite{Gatnar2011}.

\* This theoretical section, dealing with decision trees, has been prepared to a large extent with reference to the publication Gatnar and Walesiak \cite{Gatnar2011}.
In the case of the multi-model approach the essential issue is to connect the models (represented by $\Sigma$ in Figure 1). Many approaches in this area have been proposed in the subject literature; among others, bagging, boosting, and stacking (see, for example, Gatnar 2008, pp. 138–168; Polikar 2006; 2007).

In this article, the bootstrap aggregating method (bagging) has been used, as proposed by Breimana in 1996. This method uses the idea of the architecture of parallel aggregated models, which assumes the independent operation of each of the base models – see Figure 2 (see, for example, Gatnar 2008, p. 140; Breiman 1996, p. 123).

An algorithm for the bagging method may be summarized in the following steps (see Polikar 2006; 2007; Gatnar 2008):

1) establishing the number of base models $M$,
2) division of the original data set into $M$ subsets and sub-samples, called bootstrap samples. The items are randomly assigned to subsets, with returns.

In the case of the bagging method, about 37% of observations from the first data set usually are not placed in any of the subsets. These items form a set of observations called out-of-bag (OOB), which are often used as a supplementary test set.

1. The construction of a base model for each of the bootstrap samples (for example, decision trees, support vector machines, and so on). In effect we receive results for $M$ base models.
2. Combining the results obtained with the help of many base models into one aggregate model, $D^*$. One of the most often used methods for combining partial results in the case of discriminant (classification) methods is the majority voting method, where the item is assigned to the class in which the majority of the $M$ base models classifies it (Gatnar 2008, p. 114).

In the case of issues related to regression, one of the most frequently used methods is the averaging of results (cf. Gatnar 2008, p. 140; Kuncheva 2004, p. 204).

Single-level decision trees for symbolic data, also called decision stumps, are specific types of decision trees with a depth equal exactly one; i.e. with only one node (see Iba, Langley 1992).

In the case of decision trees for symbolic data in a data set, it is necessary to have at least one nominative variable (a dependent variable) whose realizations depend on a set of symbolic variables (independent variables), which may include symbolic interval-valued, multinominal or classic variables (see Gatnar, Walesiak 2011, pp. 282–285).

The subsequent steps of the algorithm include (see Gatnar, Walesiak 2011, pp. 282–285):
1. Data collection and the construction of a symbolic data table.
2. For a symbolic multinominal, nominal or ordinal variable a frequency table is built. In the case of symbolic multinominal, nominal or ordinal variables, the table presents a count of the frequency with which a given category is observed for particular items. On the other hand, for interval symbolic variables, it is essential to calculate the arithmetical mean for each possible combination of upper and lower bounds of the variable ranges.
3. The \textit{a priori} establishment of a limit value $n^*$ for the node size (number of items in the node) and the limit value $W^*$ for the quality criterion of the tree division. If the node size is less than the $n^*$ value, this is the final node. If the quality criterion is greater than $W^*$ for a particular binary question, the question may be used for division.
4. The construction of binary questions for each of the variables, and the calculation of the probability $p_k(l)$ of assigning the item $k$ to the left node.
A. For symbolic interval and quotient variables, we use the mean of the distributions calculated in point 2 above. They will constitute the so-called cutting values $c$. Thereafter, depending on whether the established $c$ value is found in the symbolic interval variable distribution – above the lower bound, or below the upper bound – the probability of assigning this item to the left node is established (see Gatnar, Walesiak 2011, p. 283–284; Dudek 2013, p. 153):

- if the value $c$ is found within the symbolic interval variable distribution, then

$$p_k(l) = \frac{c - \underline{v}_k}{\overline{v}_k - \underline{v}_k}$$  \hspace{1cm} (1)

where:

$k = 1, \ldots, n$ – number of the symbolic object,

$\underline{v}_k$ – lower bound of a symbolic variable,

$\overline{v}_k$ – upper bound of a symbolic variable;

- if the value $c$ is found below the lower bound for the symbolic interval variable, then

$$p_k(l) = 0$$  \hspace{1cm} (2)

- if the value $c$ is found above the upper bound for the symbolic interval variable, then

$$p_k(l) = 1$$  \hspace{1cm} (3)

B. For ordinal, nominal and multivariant variables, the cutting value $c$ constitutes a particular variable data category (excluding the last category). For each item, the frequencies of variable values that are lower than $c$, and those that are higher, should be added. Likewise, the $c$-value constitutes a distinct variable category for nominal variables. For a given item, the $c$-value is equal to the frequency of the category.

5. The probability of assigning an item to the right node is $p_k(r) = 1 - p_k(l)$.

6. The calculation of the quality criterion for assigning the $W$ node for each $c$ point (see Gatnar, Walesiak 2011, p. 284; Dudek 2013, p. 154):

$$W_j(t, c) = \log \prod_{k=1}^{n} \left[ p_k(l)P_l(s) + p_k(r)P_r(s) \right]$$  \hspace{1cm} (4)

where:

$j = 1, \ldots, m$ – variable number,

t – node number,

c – cutting value,

$p_k(l)$ – probability of assigning the $k$ item to the left node,

$p_k(r) = 1 - p_k(l)$ – probability of assigning the $k$ item to the right node,

$P_l(s)$ – the conditional probability of observing the class to which the $k$-th item belongs on the left node (this is the quotient of the sum of probabilities of assigning all items to this node).

7. The choice of the highest $W$ values for each variable.

8. The choice of the $W$ variable that is simultaneously greater than $W^*$ and splitting the node according to the method appropriate for the given variable, on condition that the size of node $n$
is greater than that of \( n^* \). Where one of these conditions has not been fulfilled, the node may not be divided further, and is thus a final node.

9. Steps 6–8 should be repeated for each node until the final nodes are obtained. At a later stage of tree construction, the questions dealt with in earlier steps are not addressed.

10. Visualizing and interpreting the results.

In the empirical part, the `decisionTree.SDA` function from the `symbolicDA` package (see Dudek, Pełka, Walesiak 2018) is used. This assures control both over the depth of the construction of the classification tree, and the random selection of variables for tree construction, similarly to what occurs in the random forest algorithm (see, e.g., Ho 1998).

### 3 Characteristics of the data set

For the purposes of empirical research, a data set has been used containing information on a thousand borrowers from German banks. Dudek prepared a table of symbolic data for the purposes of his monograph (see Dudek 2013, p. 162). It contains symbolic first-order items described by 17 symbolic variables of a various types (see Table 1). In a further part of this work, they will be denoted as D-B. For the purposes of the multi-model approach, this set has been randomly divided into a training set of 700 items and a test set of 300 items.

### 4 Results of the empirical research

For the purposes of comparing the effectiveness of a multi-model approach to the use of one-level decision trees in the assessment of creditworthiness, we also present the results obtained with the help of a single symbolic data decision tree, an aggregate model using symbolic data decision trees, kernel discriminant analysis, as well as analysis of symbolic data neural networks (multilayer perceptron).

On the other hand, logistic regression of symbolic interval data has not been used. As this model can be applied only with symbolic interval data, its use here would entail the removal of multivariant variables from the first data set and thus a loss of part of the information.

Generally speaking, kernel discriminant analysis of symbolic data makes use of the idea of the intensity estimator, which makes it possible to provide an estimate of the number of items of a given class that are close to what is to be classified. More on kernel discriminant analysis for symbolic data was written by, among others, Dudek (2013, pp. 143–168) and Gatnar and Walesiak (2011, pp. 280–291).

In the case of the multilayer perceptron for symbolic data, the first step is to change symbolic data to classic data, where symbolic interval variables are represented by a logarithm of their length, while symbolic multinominal, nominal and ordinal variables (or \( m \) variants) are represented by \( m \) dichotomous variables (in which 1 signifies the presence of the category, and 0 not). On the other hand, symbolic multivariant data with weights (or \( m \) variants) are represented by \( m \) variables, which appear as the weights of particular symbolic variable variants (categories). Thus the original data matrix is much larger than the symbolic data table. Multilayer perceptrons and symbolic data were described more broadly by Diday and Norimhomme-Fraiture (2008, pp. 373–391).
Table 2 presents the most important parameters used in the construction of single and aggregate models.

Figure 3 presents the results obtained for a single classification tree constructed on the basis of all variables.

The most important variables are savings, the loan period, as well as the borrower’s employment status and the amount of the loan.

Table 3 summarizes the averaged parameters (from 20 repetitions for each approach) that enable evaluation and comparison of the values obtained from single models, and the multi-layer approach using decision stumps.

The database used in this article was also analyzed in the work by Dudek (see Dudek 2013, pp. 161–168) and Pełka (see Pełka 2018). Both these publications address model error only in the discussion of results and there is no other information allowing to compare them with the results provided in Table 5. Both Dudek’s (Dudek 2013) and Pełka’s (Pełka 2018) works use decision trees, random forests, kernel discriminant analysis of symbolic data, and the $k$-nearest neighbour method. In the case of a single decision tree, the error was 6.94% (Dudek 2013, p. 166; Pelka 2018, p. 206); for random forest, the error was 5.556% (Dudek 2013, p. 166); and where the $k$-nearest neighbour method was used, the error was 16% for the individual model and 12% for the aggregate model (Pelka 2018, p. 206).

Comparing these results with those obtained for the multi-method approach using a decision stump, it may be said that the proposed solution is similar in terms of error to random forests, and to a single decision tree divided into a test set of 928 items, or a test set of 72 items (Dudek 2013, pp. 165–166).

5 Summary

The ensemble approach and the single model using symbolic data of various types may be used successfully to assess the creditworthiness of physical persons.

The ensemble approach used in assessing creditworthiness makes it possible to obtain more precise data (in terms of smaller model errors) than the single model. On the other hand, in the case of the single model, a significant advantage appears when the results are interpreted on the basis of the obtained decision trees. Both typical decision trees and decision stumps provided similar results in a multi-model approach.

In the case of the G-B set, the most important variables are the borrower’s savings, the loan period, the borrower’s employment status and the amount of the loan.

Presenting the possible advantages, limitations and problems arising from the use of the multi-model approach for symbolic data in assessing the creditworthiness of physical persons, it is essential to indicate the possibility of a more complete description of the items, using symbolic data of various types. Symbolic data make it possible to assess the creditworthiness for more than one loan amount or period, and for more than one type of collateral or loan purpose. Symbolic data allow creditworthiness to be assessed for a range of amounts (symbolic interval variables) various credit periods within a specified range, various forms of collateral, and various purposes for which the loan is to be extended. Another advantage of the use of a symbolic approach is the wide availability of models and methods which operate in a similar way to models and methods developed for classical data.
Among the problems and limitations, it is worth pointing out that in the case of symbolic data there is only one symbolic data set describing a thousand borrowers from German banks. This means that there is not much opportunity to compare different methods for different data sets. Further, it is necessary to have a certain knowledge in the area of data preparation, import and use in the R³ program.

Comparing the results described in the present article with those presented in the subject literature for this data set, it may be stated that the proposed solution is similar, from the point of view of error, to random forests or decision stumps divided into a test set of 928 items or a test set of 72 items (Dudek 2013, pp. 165–166).

The goal of further research should be to apply methods developed with the analysis of symbolic data in mind to well-known classic data sets (for example, from the Australian market) and to compare the obtained results with those from classic methods.
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Figure 1
The general idea of the ensemble approach
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Figure 2
The idea of parallel architecture in the construction of aggregate models
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Figure 3
Classification tree for German bank customers

Source: own elaboration using the R program.
Table 1
Description of the variables for the second data set

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable name</th>
<th>Variable type</th>
<th>No.</th>
<th>Variable name</th>
<th>Variable type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Assignment to Class 1 (on-time repayment) or Class 2 (repayment with problems)</td>
<td>nominal</td>
<td>10</td>
<td>Sureties</td>
<td>multinominal</td>
</tr>
<tr>
<td>2</td>
<td>Loan period</td>
<td>interval</td>
<td>11</td>
<td>Most valuable assets</td>
<td>multinominal</td>
</tr>
<tr>
<td>3</td>
<td>Information about other loans</td>
<td>multinominal</td>
<td>12</td>
<td>Age</td>
<td>interval</td>
</tr>
<tr>
<td>4</td>
<td>Purpose of the loan</td>
<td>multinominal</td>
<td>13</td>
<td>Information about other loans</td>
<td>multinominal</td>
</tr>
<tr>
<td>5</td>
<td>Loan amount</td>
<td>interval</td>
<td>14</td>
<td>Type of ownership of premises</td>
<td>multinominal*</td>
</tr>
<tr>
<td>6</td>
<td>Savings</td>
<td>interval</td>
<td>15</td>
<td>Previous loans</td>
<td>multinominal*</td>
</tr>
<tr>
<td>7</td>
<td>Employment status</td>
<td>interval</td>
<td>16</td>
<td>Description of occupation and type of employment</td>
<td>multinominal</td>
</tr>
<tr>
<td>8</td>
<td>Installment payments as a percentage of income</td>
<td>interval</td>
<td>17</td>
<td>Foreigner</td>
<td>multinominal*</td>
</tr>
<tr>
<td>9</td>
<td>Sex</td>
<td>multivariant*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Multivariant variable, for which only one of its variants is possible.

Source: own elaboration.

Table 2
Parameters adopted in single models and in a multi-model approach

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Single model decision tree</th>
<th>Multi-level discriminant analysis</th>
<th>Multi-model approach decision tree</th>
<th>One-level decision tree</th>
<th>Multi-level perceptron</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model parameters</td>
<td>n* = 2</td>
<td>W* = -1e10</td>
<td>Bandwidth h = 1.2 Ichino-Yaguchi distance measure (U_3)</td>
<td>n* = 2</td>
<td>W* = -1e10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8 hidden layers</td>
<td>50 models</td>
<td>8 hidden layers 20 models</td>
</tr>
</tbody>
</table>

n* – minimum number of items in the node; W* – minimum function-criterion value

Source: own elaboration.
Table 3
Averaged results of parameters enabling the assessment of received model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model</th>
<th>Method</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>kernel discriminant analysis</td>
<td>decision trees</td>
<td>multi-layer perceptron</td>
<td>decision stump</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>single</td>
<td>0.74</td>
<td>0.79</td>
<td>0.79</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>aggregate</td>
<td>b</td>
<td>0.885</td>
<td>0.86</td>
<td>0.875</td>
</tr>
<tr>
<td>Specificity</td>
<td>single</td>
<td>0.94</td>
<td>0.945</td>
<td>0.95</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>aggregate</td>
<td>b</td>
<td>0.975</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Precision</td>
<td>single</td>
<td>0.87</td>
<td>0.89</td>
<td>0/90</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>aggregate</td>
<td>b</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>Model error</td>
<td>single</td>
<td>0.13</td>
<td>0.11</td>
<td>0.10</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>aggregate</td>
<td>b</td>
<td>0.05</td>
<td>0.07</td>
<td>0.06</td>
</tr>
</tbody>
</table>

a – indicates that the method was not used as a single model.
b – indicates that the method was not used in a multi-model approach.

Source: own elaboration based on results obtained from R software.