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Abstract

This paper presents a supervised machine learning framework based on the dictionary and Wordscores models that allows to analyse interactions between the official central bank communication (policy statements) and media discourse (newspaper articles). It was tested on the case of Narodowy Bank Polski in the period 1998–2018, with 70 policy statements accompanying interest rate changes and 21,181 Rzeczpospolita daily articles mentioning the central bank. Using a new concept – correlation of policy lexical sentiment – we found that NBP can successfully affect media discourse when the press discusses topics that fall into the NBP mandate. We also documented that the focus of both RPP statements and press articles changed over time. In the validation procedure we showed that the biggest challenge in applying machine learning to detecting monetary policy inclination in press articles is the existence of many competing policy transmission channels.
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1 Introduction: central bank communication and machine learning

Until the 1990s, central banks were very secretive. Before 1994 the Federal Reserve did not even announce its interest rate decision: markets had to guess it on the basis of conducted open market operations. However, in the 1980s and 1990s the academic community started to investigate the issue of central bank transparency and its impact on the effectiveness of the monetary policy, which led to the publication of many papers and influenced the way central banks conducted monetary policy and communicated with the markets. From the 1990s central banks became more open and started to use communication as one of the monetary policy tools.

Until recently, the majority of central bank communication studies were conducted according to the following simplified pattern. Central bank press releases, official documents, or central bank officials’ quotes in the media were collected and manually coded by researchers. Then an econometric model was used to quantify the relationship between the coded characteristics of central bank communication and financial markets or economic variables, such as short-term interest rates. Such a human-intensive approach has its obvious limits. It would be next to impossible or very expensive (even using the graduate student hourly wage) to read and manually code tens of thousands, or millions of texts. However, the emergence of machine learning algorithms has allowed monetary policy researchers to analyse larger text corpora or use machine learning algorithms to extract new relationships between central bank communication and economic and financial variables. Such approaches can be classified into two broad groups. The first group belongs to the so-called unsupervised learning class of models, where we do not know a priori whether a given analysed text is associated with monetary easing or monetary tightening. In the majority of cases the authors of these papers used latent semantic analysis and latent Dirichlet allocation models to extract the topics of the central bank communication. These methods provided useful insights about monetary policy so that even the analysts of commercial banks started to use them to predict future interest rate changes; see for example Wan (2017) and Ortiz, Rodrigo and Turina (2017).

The second group of models belongs to the supervised learning category, when we know the outcome or the feature of interest of the analysed objects. Such data is called in machine learning the “labelled data”. In the case of central bank communication, the “label” is the stance or inclination of the monetary policy, i.e. we know whether a given text is associated with an increase, no change, or decrease of the interest rate or another central bank instrument, depending on the monetary policy regime in the given country. Because nowadays the central bank policy instrument decisions are always accompanied by a release of the central bank statement, we can collect a corpus of such statements and assign to each statement the proper label corresponding to the size or direction of the policy instrument change. For example, Jansen and de Haan (2010) used a supervised learning Wordscores


2 For example in Rozkrut et al. (2007) Czech, Hungarian and Polish central bank policy statements (169 texts) and media quotes (367 texts) were manually coded in three categories: inclination to tighten/ease monetary policy, improving/deteriorating economic outlook and overvalued/undervalued exchange rate.

model to analyse the consistency of ECB communication between 1999 and 2009. They trained the model on ECB introductory statements from years 1999–2001 and made predictions about the policy stance by applying the trained model to texts from 2002–2009. They found a high correlation between the estimated text scores and actual policy decisions and concluded that ECB communication was consistent in the analysed period. Bennani (2015) applied Wordscores models to 2-grams to estimate the forward guidance of major central banks. Both papers used policy decisions to label the data, which means that the text of the policy statement received a label equal to the size of the rate move, or to $+1/-1$ for a tightening/easing decision. In the case of Poland, there has been only one paper analysing central bank communication with machine learning tools. Doryń (2018) applied sentiment analysis to Poland’s Monetary Policy Council minutes and found relatively high correlations of such sentiment and various business and consumer confidence surveys in Germany and in Poland, and to a lesser extent with other economic variables.

In the cited unsupervised learning literature one can find examples of applications to central bank policy statements, press articles or social media, such as Twitter posts. However to date there has been no attempt to apply supervised learning models to analyse interactions between central bank communication and media discourse. Media discourse can yield important insights about the future direction of the monetary policy, can verify whether and how central bank official communication affects (leads) the policy expectations held by the general public, or on the contrary, whether central bank responds to (lags) monetary policy discourse in the media. This paper fills in the gap in the literature and for the first time applies supervised machine learning models to central bank communication to analyse the relationship between the official policy statements and the media discourse. The machine learning framework developed in this paper can be used to automatically analyse large text corpora without human involvement. We test this new methodology on the case of NBP, but it is easily scalable and can be used to analyse any central bank.

2 Research question and data description

The goal of this paper is to analyse to what extent official RPP statements affect the media perception and discourse after the policy decision and whether RPP statements are influenced by media discussion before the policy meeting. It is a common practice that central bank officials give interviews, are quoted in the press or meet with analysts and journalists who later publicly present their opinions about the economy, inflation or monetary policy. The broad perception of the monetary policy or economic situation is formed by both: official central bank statements and media discourse that consists of central bankers’ quotes or interviews and general commentary making reference to the central bank and its policy. This research will allow to understand how both central bank communication and media discourse are related. For example, we analyse whether newspapers articles mentioning the central bank after a hawkish policy statement (with high text score calculated by the Wordscores algorithm) have high or low text scores. If the majority of newspaper articles mentioning the central bank after a hawkish policy statement have low text scores, it would indicate that the general public (analysts

---

4 In Poland monetary policy decisions are taken by the Monetary Policy Council (in Polish: Rada Polityki Pieniężnej – RPP), its members are: the President of NBP and nine external members. By law NBP Vice Presidents also participate in the RPP meetings, but they do not vote on the policy decisions. RPP usually meets once per month. The author of this paper participated in the RPP meetings in years 2004–2008 as an NBP Vice President.
and journalists) has a different opinion about the economy, inflation or the appropriateness of the policy stance than the RPP. In other words it would indicate that the central bank has little influence on the general public opinion and that its communication policy is ineffective.

Our research is designed as follows. Each RPP statement released after the policy meeting receives a label derived from the interest rate decision taken during that meeting. There are three possibilities, interest rates were hiked, cut or kept unchanged. Of course, depending on the type of monetary regime and range of instruments used, there are also other possibilities regarding exchange rate, monetary targets or policy bias etc. In this paper we will use only rate decisions for labelling. In the analysed period between January 1998 and February 2018 there were 70 decisions that changed the main interest rate: 20 decisions increased the interest rate and 50 lowered it. Each policy decision was accompanied by a policy statement that we automatically scraped from the NBP website. We used Rselenium package to automatically collect articles in the major Polish daily Rzeczpospolita5 published in this period that mentioned the central bank or the RPP.6

After filtering out short newspaper texts informing about current NBP exchange rates or monthly money supply data, we retained 21,181 Rzeczpospolita articles.

In the first step we conducted a standard text cleaning applied in the “bag of words” models.7 We removed stop words8, punctuation, capital letters, white spaces and digits. We also used large Polish language lexicon containing more than 3.3 million word-lemma pairs to replace words with lemmas.9 For a human, words (in Polish) “bank”, “banki”, “banków”, “bankiem” refer to the bank as the institution, however for a computer they are different words. The lemmatization process replaces words with their lemmas, so all the above words would be replaced with the word “bank”, which makes the texts harder to read for a human, but they become much more readable for a machine learning algorithm. However despite the large size of the used lemmatizer, not all words can be found and replaced by their lemmas. In such cases, the words are retained in their original form.

After cleaning and lemmatization, the text corpus was transformed into a document-term matrix (DTM). Rows in DTM represent texts, while each column corresponds to a token (word or lemma) that appears in the text corpus. Each DTM cell contains a number equal to the number of times a given token (column) appears in a given text (row). For the final analysis we removed tokens (columns) that appeared less than three times in the text corpus, as such rare tokens are not helpful in text mining and they simply introduce noise into the analysis.

---

5 We scraped all pages of each issue available in the Rzeczpospolita archive.
6 We use regular expressions to identify all texts that mention RPP and NBP, both abbreviations and full names, in all possible declination forms, for regular expressions were able to find (in Polish) “NBP”, “Narodowy Bank Polski”, “Narodowym Bankiem Polskim” etc., “RPP”, “Rada Polityki Pieniężnej”, “Radzie Polityki Pieniężnej” etc.
7 Bag of words models analyse texts as a set of words, ignoring their position in the text.
8 We used the list of stopwords in the Polish language available in the lda library in R (277 words). The library is described here: https://cran.r-project.org/web/packages/lda/lda.pdf.
9 Many text mining papers use stemming to prepare texts for automatic analysis. Because for the Polish language we have a freely available large lemmatizer, instead of stemming we applied lemmatization. The lemmatizer at the time of writing this paper was available at www.lexiconista.com/datasets/lemmatization/. This lemmatizer has been used in the following papers published in the refereed journals Rybinski (2017) and Rybinski (2018). The author can provide the lemmatizer to interested researchers.
3 Methodology: Wordscores model and policy lexical sentiment correlation

Finally, the analysed DTM had 21,251 documents\textsuperscript{10} and 39,441 tokens and this matrix was used for the Wordscores algorithm.\textsuperscript{11} 70 RPP policy statements included in DTM were coded as +1/-1 (+1 when the interest rate was increased, and -1 when the interest rate was reduced) and were used as reference texts for the Wordscores algorithm described below. Each of the 70 policy statements is treated as a “bag of words”, so initially each word (lemma) in the given statement receives the word score of +1 or -1, depending on the score of a given policy statement. So in the initial phase of the Wordscores algorithm, words inherit the policy score from the policy statement they appeared in. But the same word (lemma) can appear in many policy statements, and some of them can accompany interest rate hikes and some interest rate cuts. So the next stage of the Wordscores algorithm works as follows.

If a given word appears in both hawkish and dovish policy statements, its score is calculated using relative frequency of appearances. For example if a word appeared once in a hawkish policy statement and three times in a dovish statement its score would be \((1*(+1) + 3*(-1))/4 = -0.5\). Such an exercise is conducted for all words (lemmas) that appeared at least once in any of the 70 policy statements and we obtain a set of words with their scores. Then this set of scored words forms a dictionary that is applied to all \textit{Rzeczpospolita} articles in our corpus. Each article score is calculated as a weighted average of scores of words (lemmas) that appear in the text and can be found in the dictionary. This way we were able to calculate labels for newspaper articles. If a given \textit{Rzeczpospolita} text contains many words that were typical for policy statements accompanying interest rate hikes, its label will be higher and will reflect monetary tightening. If the text contains many words typical for policy easing statements, its label will be lower and will reflect monetary easing. There are many words in newspaper texts that did not appear in any of the policy statements so they do not have any score. Such words are not used in the text score calculations. Finally, as a result of the application of the Wordscores algorithm we received a set of 21,181 \textit{Rzeczpospolita} articles with labels representing the monetary policy stance.

The Wordscores model has several drawbacks typical for all “bag of words” models. For example it cannot understand negation, irony, sarcasm or multiple word meanings. For example the phrase (in Polish) “na bank” (eng. for sure) will be interpreted as an occurrence of a word indicating bank as an institution. Despite the described deficiencies, dictionary based methods are often used in the literature and produce insightful results.

In this paper we introduce a new concept that will be used to analyse the central bank communication and media discourse. When text scores of policy statements and newspaper articles preceding or following these statements show similar word patterns (have similar text scores) we refer to this situation as “positive lexical sentiment correlation”. In cases when text scores of policy statements and newspaper texts are very different, we would refer to this situation as a “negative lexical sentiment correlation”. We use the term correlation as our measure involves calculating the correlation coefficient between the policy statement text score and the average text score of newspaper articles preceding/following the statement in a given time window, across all RPP rate changing meetings. Before implementing the policy lexical sentiment correlation analysis we identify the key topics of newspaper articles by applying topic dictionaries, as described in the next section.

\textsuperscript{10} 21,181 articles and 70 RPP statements.

\textsuperscript{11} The Wordscores model was introduced in Laver, Benoit and Garry (2003). A detailed description of the Wordscores algorithm and other text mining techniques can be found in Grimmer and Stewart (2013). All calculations were conducted in R programming language, using NLP libraries tm and quanteda.
4 Understanding the relationship between the official central bank communication and media discourse

Inspection of a random selection of *Rzeczpospolita* articles revealed that many articles mentioning the central bank did not discuss topics relevant from the monetary policy perspective. They referred to the central bank in a different context and they constitute noise from our analysis perspective. In order to improve the signal-to-noise ratio, we defined ten topics that are usually communicated by the central banks: general economy, exchange rate, financial markets, financial stability, inflation, interest rates, the labour market, monetary policy, money and public finances. Each topic is characterized by several key words typical for a given topic.\(^{12}\) The English translation of key words (lemmas)\(^{13}\) representing these topics is presented in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Topic</th>
<th>Key words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy</td>
<td>GDP, income, production, economic, economy, consumption, investment, exports, imports, trade, deficit, surplus, balance</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>exchange rate, currency, devaluation, depreciation, appreciation, zloty, euro, dollar, franc, exchange, ERM2</td>
</tr>
<tr>
<td>Financial markets</td>
<td>share, bond, instrument, derivative, stock exchange, volume, turnover, market, currency, euro, dollar, commodity, oil</td>
</tr>
<tr>
<td>Financial stability</td>
<td>stability, stable, capital, reserves, sector, prudential, supervision, requirement, non-performing, financial, measure (plus others, Polish language specific)</td>
</tr>
<tr>
<td>Inflation</td>
<td>inflation, deflation, price(s), purchasing power, expensive, cheap, falling (rising) price, sales, inflationary, deflationary, pressure</td>
</tr>
<tr>
<td>Interest rate</td>
<td>rate, percent (age), interest, reference, base</td>
</tr>
<tr>
<td>Labour market</td>
<td>work, labour, employment, employ, unemployment, unemployed, shed, wage, pay, salary, unemployment benefit, employer, employee, worker</td>
</tr>
<tr>
<td>Monetary policy</td>
<td>monetary, goal (target), strategy, statement, projection, guidelines, policy, report, conference</td>
</tr>
<tr>
<td>Money</td>
<td>money, supply, deposit, loan, account, liability, asset</td>
</tr>
<tr>
<td>Public finances</td>
<td>budget, debt, tax(es), income, expenditure, revenue, deficit, surplus, finance, public</td>
</tr>
</tbody>
</table>

Of course, the selection of key words is subjective and in dictionary-based models there are two main methods to verify whether the selection was proper: (1) a robustness analysis can be conducted to check whether altering the list of keywords changes the results and (2) validate the results by

\(^{12}\) Sometimes one keyword can appear in more than one topic, for example “deficit” belongs to two topics: general economy and public finances, because it can refer to trade deficit and to budget deficit. A list of keywords for each topic was formed on the basis of the author’s experience of working in financial markets in various roles for more than 20 years of, which involved close contacts with the media.

\(^{13}\) Keywords are in lemma form, because the words in the text corpus were lemmatized. Sometimes the English language translation of one Polish word takes two words.
comparing computer and human coding of the same texts. We adopted the validation procedure and showed in the latter part of the paper that these simple dictionaries do a surprisingly good job in properly describing the main topics of the newspaper articles. We applied these dictionaries to the text corpus to identify the key themes of both RPP statements and newspaper articles.

Figure 1 below presents all 70 RPP statements accompanying rate changes and the number of words (lemmas) detected in each statement that belongs to each of the ten topics.

**Figure 1**
Application of topic dictionaries to RPP statements

![Topics of RPP statements](image)

**Notes:**
Grey colour intensity on the heatmap represents how many words (lemmas) belonging to a given topic were found in the RPP statement.

With the exception of one RPP statement in June 2004, which was exceptionally long, we found that two topics are most frequent in RPP communication: monetary policy and inflation, which is natural for the inflation targeting central bank. General economy is the third most frequent topic. However, there was a period in 2001–2002 when the topic of public finances was featured very prominently in RPP statements, after Leszek Balcerowicz was nominated to the post of President of NBP in January 2001. Recent RPP statements accompanying rate change decisions after 2011 became much more balanced in terms of discussed topics, which coincides with Marek Belka assuming the post of President of NBP and with the change of the composition of the RPP that took place in 2010.
Then we looked at the key topics discussed by press articles. We chose the key topic for a given text if this topic dictionary score is higher by at least two than the scores of all the other topics. Then we calculated what share of articles published in a given month belong to each topic category. The results are presented in Figure 2 below.

Figure 2
Application of topic dictionaries to *Rzeczpospolita* articles. Structure of articles featuring given topic for each month

<table>
<thead>
<tr>
<th>Year</th>
<th>eco</th>
<th>erate</th>
<th>fm</th>
<th>fs</th>
<th>inf</th>
<th>int</th>
<th>lab</th>
<th>mp</th>
<th>mon</th>
<th>pf</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:

In most months we were not able to determine the key topic for between 30 and 50 per cent of the articles in the month. Financial markets is the most frequent topic across the data set; however, it is less dominant in the last few years. The second most important topic is public finances; however, in recent years general economy and financial stability have been discussed more often.

Then we combined both data sets and looked for patterns in the topics of RPP statements and *Rzeczpospolita* articles. For press articles we applied a 14-day time window before and after the RPP meeting that resulted in the rate change (see Table 2 below).
Table 2
Number of texts discussing specific topics

<table>
<thead>
<tr>
<th>Topic</th>
<th>Articles</th>
<th>RPP statements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>total per topic</td>
<td>before RPP meeting</td>
</tr>
<tr>
<td>Economy</td>
<td>1 592</td>
<td>3.4</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>1 372</td>
<td>2.7</td>
</tr>
<tr>
<td>Financial markets</td>
<td>5 103</td>
<td>12.2</td>
</tr>
<tr>
<td>Financial stability</td>
<td>1 002</td>
<td>3.1</td>
</tr>
<tr>
<td>Inflation</td>
<td>739</td>
<td>3.4</td>
</tr>
<tr>
<td>Interest rate</td>
<td>652</td>
<td>2.3</td>
</tr>
<tr>
<td>Labour market</td>
<td>632</td>
<td>2.1</td>
</tr>
<tr>
<td>Monetary policy</td>
<td>644</td>
<td>2.3</td>
</tr>
<tr>
<td>Money</td>
<td>831</td>
<td>2.1</td>
</tr>
<tr>
<td>Public finances</td>
<td>1 861</td>
<td>3.3</td>
</tr>
<tr>
<td>Not determined</td>
<td>6 753</td>
<td>–</td>
</tr>
<tr>
<td>Total</td>
<td>21 181</td>
<td>–</td>
</tr>
</tbody>
</table>

Note: for calculating average number of articles per topic before/after policy decision we use a 14-day window.

In the press articles in a 14-day time window financial markets is the dominant topic, followed by public finances, economy and the exchange rate. In RPP statements, as shown earlier, the most frequently discussed topic is inflation, then monetary policy and general economy. Table 2 documents that there is a certain asymmetry. General economy as a dominant topic appears only in policy statements following a rate cut. Inflation is a dominant topic in 50 per cent of policy statements following a rate hike, and only in less than a third of policy statements following a rate cut. Interestingly, in three policy statements following the rate cut public finance emerges as a key topic. It confirms that there were periods when public finance was a much more important factor in monetary policy decisions in Poland than one would typically observe in other countries following an inflation targeting strategy. All three policy statements with public finances as a key topic are from the period 2001−2002, where the post of NBP President was held by Leszek Balcerowicz, former (twice) finance minister who was very vocal about public finances and the need to curb public spending and advance structural reforms.

Inflation topic asymmetry found in RPP statements is also present in press articles. Within two weeks before a policy meeting that hiked interest rates there were on average 3.4 press articles discussing inflation, while this number fell to 1.9 before RPP rate cut meetings. However, after the decision the situation reverses, and there were more articles discussing inflation as a main topic after a rate cut (2.8) than after a rate hike (2.1).
We then apply the Wordscores model to understand the monetary policy inclination (hawkish/dovish) as described in RPP statements and press articles. Statements released after a rate hike have higher text scores (-0.23 on average) than statements released when the rate was reduced (-0.51 on average). However, even hawkish statements have negative text scores. There were more rate reductions (50) than rate hikes (20), so there are more words with negative than with positive score, which affects the text scores. The vast majority of newspaper articles have text scores between -0.7 and -0.3, but it includes many articles that mention NBP but do not discuss topics relevant from the monetary policy perspective. After applying topic dictionaries, we can split articles into ten topics and check the relationships between the text scores of monetary policy statements and those of newspaper articles discussing specific topics. Let us first illustrate this relationship by plotting a few examples. In Figure 3 we show a heatmap with text scores for articles discussing the interest rate that appeared within three weeks days after the policy meeting.

Figure 3
Heatmap presenting average text score of articles that appeared in a given day, where the article(s) main topic was the interest rate. Articles published within a 21-day period after the RPP meeting

Notes:
Only every second RPP meeting appears as the vertical axis label. RPP statements are shown in column d0. Grey colour intensity corresponds to the text score of each text (or average of articles published on the same day), as indicated by the scale. Darker shades indicate hawkish, brighter dovish policy inclination.
Several interesting observations can be made. Firstly, the interest rate is discussed during two days after the policy decision, and then appears rarely as a key topic. Secondly, articles following hawkish policy statements seem to have a darker grey colour than ones published after dovish statements. So it seems that RPP policy statements (official communication) are able to influence lexically the press articles (media discourse), or that the RPP policy stance is often shared by the general public (analysts, journalists). We later test these propositions more formally.

Another example compares text scores of articles discussing as a main topic financial markets that appeared within two weeks before the policy meeting.

Figure 4
Heatmap presenting average text score of articles that appeared in a given day, where the article(s) main topic was financial markets. Articles published within a 14-day period before the RPP meeting.

Note: column d0 presents RPP statements.

This chart allows to examine whether words that were defined as “hawkish” or “dovish” in RPP policy statements appear in press articles before the policy meeting. The topic “financial markets” is especially relevant because often before the policy meeting the press discusses what decision is anticipated by the financial markets (futures and forward contracts) or the press often polls financial market analysts to present their rate decision expectations. As in the previous heatmap, here also the intensity of the articles’ grey colour on the heatmap tends to match – on average – the grey colour of the corresponding RPP statement.
So how we should interpret positive lexical sentiment correlation (co-occurrence of high and low text scores, respectively) between articles published before the policy meeting and the RPP policy statement released at that meeting? One should note that often words or memes created by central bankers become widely used in the media, as illustrated by two probably most famous examples: Greenspan’s “irrational exuberance” and Draghi’s “whatever it takes”. Opposite situations, when press-invented memes become part of central bank official statements are possible, but rare.  

So it is more likely that positive lexical sentiment correlation shown in Figure 4 indicates successful central bank policy guidance rather than financial market tyranny.

Table 3 below summarizes these calculations and presents correlations between average text scores of newspaper articles published before and after a RPP policy meeting, and the text score of the RPP statement released after that meeting, grouped by the main topic of the articles. To verify the robustness of the obtained results, the calculations are conducted in several time windows, 21, 14 and 7 days after the rate decision, and 14 and 7 days before the rate decision.

<table>
<thead>
<tr>
<th>14 days before</th>
<th>7 days before</th>
<th>Topic</th>
<th>7 days after</th>
<th>14 days after</th>
<th>21 days after</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.22*</td>
<td>0.10</td>
<td>economy</td>
<td>0.43***</td>
<td>0.44***</td>
<td>0.43***</td>
</tr>
<tr>
<td>0.18</td>
<td>0.32**</td>
<td>exchange rate</td>
<td>0.37***</td>
<td>0.42***</td>
<td>0.42***</td>
</tr>
<tr>
<td>0.48***</td>
<td>0.41***</td>
<td>financial markets</td>
<td>0.06</td>
<td>0.26**</td>
<td>0.27**</td>
</tr>
<tr>
<td>0.14</td>
<td>0.06</td>
<td>financial stability</td>
<td>-0.09</td>
<td>0.06</td>
<td>0.09</td>
</tr>
<tr>
<td>0.36***</td>
<td>0.40**</td>
<td>inflation</td>
<td>0.50***</td>
<td>0.39***</td>
<td>0.34***</td>
</tr>
<tr>
<td>0.47***</td>
<td>0.47***</td>
<td>interest rate</td>
<td>0.52***</td>
<td>0.53***</td>
<td>0.52***</td>
</tr>
<tr>
<td>0.28**</td>
<td>0.43***</td>
<td>labour market</td>
<td>0.08</td>
<td>0.31**</td>
<td>0.32**</td>
</tr>
<tr>
<td>0.29**</td>
<td>0.56***</td>
<td>monetary policy</td>
<td>0.40**</td>
<td>0.39***</td>
<td>0.38***</td>
</tr>
<tr>
<td>0.26*</td>
<td>0.23</td>
<td>money</td>
<td>0.33**</td>
<td>0.26**</td>
<td>0.26**</td>
</tr>
<tr>
<td>-0.09</td>
<td>-0.18</td>
<td>public finances</td>
<td>0.16</td>
<td>0.05</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Notes:
Correlation is calculated for all 70 RPP policy statements and corresponding averages of articles with a given main topic and in a given time window.

*** denotes statistical significance at 0.01 level,
** at 0.05 level,
* at 0.1 level.

---

14 One such rare situation took place when the author of this paper, working as ING Barings chief Polish economist asked a question during the RPP press conference: “what is the policy bias?”. Such a concept was not officially used by the central bank. Boguslaw Grabowski answered the question stating that, “RPP maintained the tightening policy bias” and later the word “bias” appeared in the official RPP statements.
There are three groups of topics. Group one, where lexical sentiment correlations of articles and RPP statements are low or even negative and statistically insignificant: financial stability and public finances. Group two, when lexical sentiment correlations are high: interest rate, inflation and monetary policy. And group three, where lexical sentiment correlations vary depending on the analysed period, or exhibit asymmetries: economy, exchange rate, financial markets, labour market and to a lesser extent money.

Obtained lexical sentiment correlations results match very well the formal role of the central bank in Poland. While RPP publishes annually the opinion about the budget and financial stability report, it is the Ministry of Finance and Polish Financial Supervision Authority that are the most important institutions in these areas. Hence the limited role of the RPP, or NBP in general, in shaping the public discourse. On the contrary, in areas where RPP is the key decision-maker it is able to influence the media discourse: interest rate, inflation and monetary policy. Lexical sentiment correlation for the topic of exchange rate is somewhat lower before the meeting and high and significant after the meeting. On the one hand, the central bank adopted the floating exchange rate policy and – with rare exceptions – did not intervene through transactions or verbally on the forex market. On the other hand, the exchange rate transmission channel was important for many RPP members and the zloty exchange rate swings were often very large. So the lexical sentiment correlation results probably reflect this balance, when NBP tried not to comment too often about the specific levels of the exchange rate, and did acknowledge that zloty appreciation or depreciation had an important impact on economic activity and on inflation.

But probably the most interesting are two topics in group three. There is a weak lexical sentiment correlation for articles with economy as the main topic before the RPP meeting, and much stronger after the RPP statement was released. And the situation is opposite for the topic financial markets. It shows that a wide range of views on the economic situation is present before the RPP meeting, but afterwards the tone set by the central bank seems to dominate. The asymmetry in the financial markets topic, as already argued above, shows that the central bank has an efficient policy guidance practice.

To verify the consistency between official and unofficial central bank communication, we created a dictionary aimed at detecting articles that quote or refer to senior central bank officials. This dictionary contains the words: president, vice president, chairman, member, director, department. Figure 5 presents the text scores of articles published within two weeks after the RPP policy meeting, where the reference to a senior central bank official was detected.

We calculated lexical sentiment correlations between RPP statements and press articles quoting senior officials for different time windows before and after RPP meeting:

– after: one week (0.44***), two weeks (0.38***), three weeks (0.36***);
– before: one week (0.26) and two weeks (0.29).

Articles published shortly after the RPP meeting are closest to the RPP statement in terms of lexical hawkish/dovish sentiment. It is not surprising, as some of such articles contain quotes from the RPP press conference. This correlation slowly decays over time. Interestingly articles published before the RPP meeting exhibit lower policy lexical sentiment correlation, and the correlation even falls closer to the meeting. This is consistent with the practice of communication with media adopted by the Polish

---

15 From January 1998 till December 2007 the banking sector was supervised by the Banking Supervisory Commission chaired by the President of NBP, and from January 2008 by the Financial Supervisory Authority, headed by its chairman appointed by the Prime Minister.
central bank. While any staff member has to obtain the NBP President’s permission to officially appear in the media, RPP members are free to speak whenever they want. As the voting patterns reveal, RPP is often divided regarding members’ views on what the appropriate level of interest rate should be. In line with the adopted communication model, RPP members use media channels to communicate their personal views, which are quoted by the media, especially shortly before the RPP meetings. It results in low and statistically insignificant lexical sentiment correlations before the policy meeting reported above.

5 Validation of the machine learning model results

The key challenge in applying supervised machine learning models to text analysis is whether it makes sense at all. To validate the automated analysis, usually a random sample of texts is selected, a human reader codes the texts, and later this coding is compared with the computer model results. We randomly selected one per cent of newspaper articles and eliminated those for which the main topic of the

---

16 With one exception: there were periods when the RPP internally decided that they will not publicly comment on interest rates one week prior to the policy meeting, but this moral commitment was not strictly obeyed.
text was not determined by the computer. There were 145 articles coded by the author. Among them the author could not determine the main topic of the text for 45 of them, so finally 100 texts were used for validation. The perceived policy inclination was coded in the range -1/easing, +1/tightening.

The Pearson correlation between computer and human assessment of the policy stance was 0.34 (p-value < 0.001). Agreement between computer and human on what is the key topic of the article was 71 per cent, which is remarkable given that there are ten topics to choose from and topic dictionaries contain relatively few words. The Pearson correlation between the number of senior official quotes found by the computer and human assessment if the central bank official spoke was 0.54 (p-value < 0.001). This validation exercise shows that very simple dictionaries can correctly classify the topic of the newspaper article and identify whether the central bank official was quoted in the text. The Pearson correlation for the monetary policy stance was somewhat lower, 0.34, but highly significant. We note that this lower correlation stems from the fact that it is difficult for the human reader to determine the policy stance described in the text. It depends on the relative importance of various monetary policy transmission channels, as judged by the reader. For example, what should be the policy stance assessment of the article that describes inflation being above the central bank target and a strong currency appreciation at the same time? Should we expect interest rates to be increased due to higher than desired inflation, or should interest rates be reduced if the central bank believes that strong currency appreciation can significantly slow economic activity in the future? Possibly different economists would manually code the same texts differently, depending on their background or views on what the key factors affecting the central bank decision process, inflation expectations channel or exchange rate channel are.

Also it is possible that this lower correlation is a result of changing communication of the central bank over time. For example there were periods where public finances were discussed in the policy statements, and many words related to public finances received a non-neutral score. Later public finances were not an important factor in policy decisions and did not appear in policy statements, but newspaper articles that mentioned public finances received a non-neutral policy inclination from the Wordscores model, which was trained on such data. In order to verify the changing communication hypothesis we trained the Wordscores model and conducted the validation exercise for a single RPP term: 1998−2004, which exhibits many interest rate decisions. Based on human coding of 2 per cent of the articles, the Pearson correlation coefficient for the monetary policy inclination assessed by human and by computer was 0.38 (p-value < 0.001), slightly higher than for the full period (0.34). Topics were correctly identified in 72 per cent of cases, similar to the accuracy achieved in the full data set.17 Because the correlation for the 1998−2004 subsample was only slightly higher than for the full sample, and the difference is not statistically significant, we would conclude that changing central bank communication content over the long term cannot be held responsible for lowering the correlation between human and machine understanding of the analysed texts.

Finally we checked whether human and computer agree on monetary policy inclination in cases where the computer had a “strong opinion”, i.e. the article score was away from the mean score for all articles. We selected articles with a computer policy score above and below one standard deviation

17 The majority of topic errors were when the human identified “exchange rate” and the computer “financial markets” as the main topic, or the other way around. In such cases, the articles often discussed both currency and bond market developments, so it was difficult to determine the main topic for a human reader.
from the mean, which left around 26 per cent of articles (5660). A validation exercise was performed on a random sample of 3 per cent drawn from these articles. The Pearson correlation between human and computer assessment was 0.51 (p-value < 0.001) and 90 per cent of topics were correctly identified. So when the computer has a strong opinion about the monetary policy inclination described in the press article, the human also tends to agree with such an opinion.

All three validation exercises together showed that the topics of the articles are correctly identified in the vast majority of cases and that computer and human tend to agree on the policy stance described in the text, especially in cases when the computer had a strong opinion about the policy stance.

6 Conclusions

In this paper we developed a machine learning framework based on simple dictionaries and the Wordscores model that allow to analyse the central bank communication, the monetary policy related discourse in the media, and the interactions between the two. We documented that the topics of both RPP statements and press articles mentioning the central bank gradually changed over time, with RPP statements becoming more balanced and newspaper articles focusing more on general economy and less on financial markets. We also showed that general economy as a dominant topic appeared only in policy statements following a rate cut. Inflation is a dominant topic much more often in RPP statements explaining a rate hike than ones accompanying a rate cut. Interestingly, in three policy statements following a rate cut public finance emerges as a key topic. Inflation topic asymmetry found in RPP statements is also present in newspaper articles. Inflation is a much more frequent topic before meetings that hiked the interest rate than before meetings that resulted in an interest rate cut.

We found that in areas where the central bank is not the key decision maker (public finances and financial stability) it has a very limited power to affect the media discourse. On the contrary, when the media discuss topics where the central bank is a key player or has a formal strong mandate (inflation, interest rates and monetary policy) we found high lexical sentiment correlation between policy statements and newspaper articles. To some extent it also applies to articles discussing the exchange rate. There is a weak lexical sentiment correlation for articles with economy as the main topic before the RPP meeting, and much stronger after the RPP statement was released. This shows that a wide range of views on the economic situation is present before the RPP meeting, but afterwards the tone set by the central bank seems to dominate. The opposite asymmetry in the financial markets topic shows that the central bank has an efficient policy guidance practice. When analysing press articles quoting central bank officials we found that the official and unofficial communication is internally consistent in the short run. However, it also leaves some room for presenting different opinions by RPP members. Results presented in the paper were positively human-validated by three validation exercises.

This research suffers from weaknesses that are typical for all “bag of words” models applied to unigrams. They cannot understand negation, irony or sarcasm. Therefore applying the machine learning framework described here to 2-grams or using the word2vec approach seems a promising future research opportunity. Also applying this framework to several central banks, especially ones

---

18 For normal distribution more than one standard deviation from the mean leaves 32 per cent of observations. It shows that in our case there are much more articles with neutral monetary policy stance determined by the computer than predicted by normal distribution.

19 After removing articles where the key topic could not be determined, the validation was applied to 104 articles.
pursuing different monetary policy targets, could yield important insights into the different styles of communication.

Despite the described weaknesses, this framework would allow central banks to effectively monitor how their official communication interacts with the media discourse on monetary policy.
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